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“I have approximate answers, and possible beliefs, and different degrees of
certainty about different things, but I’m not absolutely sure of anything.”

—Richard P. Feynman.
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Abstract

Anomaly detection is the process of finding patterns in data that do not conform to amodel of normal behaviour.
The goal of anomaly detection is to identify cases that are unusual within data that is seemingly comparable.

Anomaly detection is an important tool for detecting fraud, network intrusion or even newphysics, i.e. rare events
that may have great significance but are hard to find.

Anomaly detection can be used effectively as a tool for risk mitigation and fraud detection.
Today, data drives most business and other important decisions in our everyday life. With access to more

data and more information than ever before, it is even more important to analyze it and interpret it correctly,
for example when it comes to security, finding the outliers is only the first step. Determining if the outlier is a
security threat, and understanding the root cause of the anomaly is the key to a real solution.

The scope of this thesiswork is to implement an anomaly detector pipeline, capable of detecting the anomalous
and normal samples in the test set of a deep learning classifier. The pipeline is divided into two steps: the prepro-
cessing part, the idea, in this case, is to use the compact representation given by the inner layer of a trained neural
network on a ”clean” dataset, and an anomaly detector, which scope is to recognize if the sample is an anomaly.
The work was initially developed during the internship experience in the start-up Axyon AI. The application of
the algorithm in this context is the recognition of economic anomalies. The idea is to use the pipeline created
paired with a classifier to give an insight into the ”quality” of the data where the classifier makes the prediction.

The thesis is organized into five chapters. The first one explores what is novelty detection and which are the
most used anomaly detectors, using both machine learning and classical techniques. An extensive analysis of the
detectors used in thiswork is detailed in chapter two. Use cases inbothphysics and thebusinessworld are inspected
in chapter three. Chapter four puts attention to the choice of the so-called toy dataset to train the algorithms. The
details of the three experiments done in this work are given in chapter five, where the results and the performance
on both the toy and real dataset are shown. As is underlined in chapter five the idea to use the embedding of a
neural network to improve the score of the anomaly detection algorithms is promising, so the forward steps are
to increase the complexity of the dataset and to use more powerful anomaly detectors.
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1
Introduction

Novelty detection is the identification of new data that machine learning systems, from now on the classifiers, are
not aware of during the training time. In a nutshell, the novelty detectionmethods try to identify the outliers that
differ from the distribution of ordinary data. Novelty, also called anomaly or outlier, is a pattern in the data that
does not conform to the expected behaviour [4]. Novel events occur relatively infrequently so in general the data
is insufficient to construct explicit models for ”non-normal” classes, i.e. create a novel class[4].

1.1 Design a novelty detection pipeline
A general idea of a novelty detection pipeline is presented in Fig.1.1, in the case of this work the idea behind the
Preprocessing part was to use an inner layer of a neural network, trained only on non-anomalous data, as a ”pre-
processor”. The obtained samples are passed through the novelty detection algorithm to extract the probability
that the sample is anomalous.

Figure 1.1: Novelty detection pipeline.

The idea behind the anomaly detectors is that exists a so-called ”normal” region, a region in the feature space
where the non-anomalous data can be easily clustered as can be seen in Fig. 1.2.
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Figure 1.2: Novelty within feature space.

1.2 Mathematical definition of anomalies

Conventional pattern recognition typically focuses on the classification of two or more classes. For example in a
two-class classification problem a set of training examples is given Xtrain =

{(
xi, yi|Xi ∈ RD, i = 1, . . . ,N

)}
where each sample consists of a D dimensional vector xi and its label yi ∈ {1,−1}. From the labelled dataset, a
function, i.e. the classifier, h(x) is constructed such that for given input vector x∗ an estimate of one of the two
labels is obtained:

ŷ∗ = h(x∗|h(X))

h(x∗|h(X)) : RD → [−1; 1]

Novelty detection, most of the time, is approached within the framework of the one-class classification, in
which one class (the normal one) has to be distinguished from all other possibilities. The problem, in this case, is
that the positive class is in general very well sampled while the others are markedly under-sampled. The scarcity
of negative samples can be due to highmeasurement costs, the low frequency at which the abnormal event occurs
or the emergence of new events, so in the majority of the cases is difficult if not impossible to obtain a very well-
sampled negative class. In this framework, normal patternsXnormal are available for training while abnormal ones
are relatively few. In this case a model of normalityM(ϑ), where ϑ represents the free parameters of the model,
is constructed and used to assign novelty scores z(x∗) to unseen test data x∗. Larger novelty scores correspond
to an increased abnormality concerning the model of normality. A novelty threshold k is defined such that x∗ is
classified normal if z(x∗) ≤ k, or abnormal otherwise. In this case z(x∗) = k set the boundaries of the normal
region in the feature space, Fig.1.2.
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1.3 The novelty detection as a high dimensionality
problem

High dimensionality refers to datasets that have a large number of independent variables, components, features,
or attributes within the data available for analysis. The complexity of the data analysis increases for the number of
dimensions, requiring more sophisticated methods to process the data. Datasets are growing in terms of sample
size n but even more in terms of dimension m. At the same time, in the era of big data, m is commonly mis-
construed as high-dimensional, since thousands of dimensions are very common. In general, a data set can be
called high dimensional when the number of dimensionsm causes the effect of the ”curse of dimensionality”. It
is common to havemultiple dimensions inmany application areas such as datamining andmachine learning. The
advent of cloud-based storage enables organizations to store massive amounts of detailed information easily. A
financial organizationmaymonitor its stock price every minute, every hour, or every day, and the stock price may
be predictedwith linear combinations of thousands of underlying traded portfolios, each of which is a dimension.
The other sourcesmight be science or biology-related: for example, healthcare data are known for havingmultiple
dimensions, such as treatment plans, radiation therapy, and genetic background. The major difference between
these examples (i.e., business and healthcare data) is the number of samples. The number of variables or com-
ponents can be similar for each. However, the business data set can have millions of records, whereas the health
data will rarely involve more than a few thousand samples[5]. A sophisticated approach handles the number of
increasing dimensions without affecting accuracy in either situation. High-dimensional data is often referred to
asmulti-dimensional ormulti-aspect ormulti-modal data throughout the literature. A generalised term formulti-
dimensional data structure, along with arithmetic operations viability can be referred to as a tensor and appears
frequently in many web-related applications.

1.3.1 Curse of dimensionality
The term ”curse of dimensionality” was first introduced by Bellman [6] to describe the problem caused by a rise
in the number of dimensions or input variables. When the dimensionality of data increases, data size increases
proportionally, leading to data sparsity, and sparse data is difficult to analyze. The curse of dimensionality affects
anomaly detection techniques because the level of abnormal nature of the increasing dimensions can be obscured
or even concealed by unnecessary attributes. Since outliers are defined as data instances in sparse regions, an inad-
equate discriminative region is observed in almost equally sparse locations of high-dimensional space.

The increase in dimensions makes data points scattered and isolated and makes it elusive to find the global
optima of the dataset[5]. The more dimensions that are added to a dataset, the more complex it becomes, as
each added dimension brings about a substantial number of false positives. The curse of dimensionality refers to
several occurrences that emerge when analyzing and organizing data in high-dimensional spaces. The very nature
of these occurrences is that, whenever there is an increase in dimensionality, the volume of the space increases
proportionally, such that all other data points become sparse. This sparsity is challenging for any technique that
requires a statistical value. Further, it produces numerous complications associated with other noise levels, which
may be irrelevant features or unnecessary attributes, that could complicate or even conceal the data instances.
This is the main reason whymany algorithms struggle with high-dimensional data. As the number of dimensions
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increases, statistical approaches such as distance measures become less useful, since the points become almost
equidistant from each other, due to the curse of dimensionality.

High-dimensional data requires significant computational memory and brings a huge computational burden.
For high-dimensional data, recognizing useful insights or patterns becomes complex and challenging. The sim-
plest approach to handling high dimensionality problem is tominimize the features and can be better understood
by studying either the intrinsic or embedding dimensionality of data sets. It is essential to understand the subtle
difference between intrinsic and embedding dimensionality. Intrinsic dimensionality is the smallest variety of fea-
tures that cover the full representation of the data; embedding dimensionality is the representation of the number
of features or columns of the whole data space.

1.4 Methods of novelty detection
The methods of novelty detection can be separated mainly into three different branches, the so-called taxonomy
is presented in Fig. 1.3.

Figure 1.3: Taxonomy of novelty detection methods.

1.4.1 Classification based
In classification-based novelty detection classificationmodel is built for normal (and anomalous but rare) patterns
based on labelled training data, and such a model is used to classify each new unseen pattern.

Common classification-based approaches are:

• Neural Networks.

• One class SVM.

Neural Networks

The basic idea is to train the neural network on normal training data and then detect novelties by analyzing the
response of the trained neural network to a test input. If the network accepts a test input, it is normal and if
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the network rejects a test input, it is a novelty. This type of acceptance-rejection operation can be achieved using
different approaches the most used in literature are: one class neural network, where the two classes are anomaly
and normal data and reconstruction based where the samples are projected in low dimensional space and then
”reconstructed” in the original space, after the training of this type of architecture the test set is projected and
reconstructed and if a sample has a large reconstruction error is considered as an anomaly. Neural networks can
generalize (the outputs of the network approximate target values given inputs that are not in the training set). The
main neural networks architectures used in anomaly detection are:

• MLP: A multilayer perceptron is a feedforward artificial neural network model that maps sets of input
data into a set of appropriate outputs. It is a modification of the standard linear perceptron in that it uses
three or more layers of neurons (nodes) with nonlinear activation functions, and is more powerful than
the perceptron in that it can distinguish data that is not linearly separable. The goal of the training process
is to find the set of weight values that will cause the output from the neural network to match the actual
target values as closely as possible. Training is accomplished by backpropagation algorithm [7].

• Autoencoder: In an autoencoder network each pattern presented to the network serves as both the input
and the output pattern. Such networks consist of mapping (Encoder), middle (the latent space) and De-
coder layer. The middle layer, with each node representing some feature of the environment, is used for
compression or dimensionality reduction purposes, (a variant of PCA). During operation, patterns are
presented to the network and compared to network outputs (ideally inputs and outputs should be the
same). If the distance between the network’s inputs and outputs is too large, the pattern is considered as
novelty[8].

One class SVM

The SVM approach is based on the simple assumption that normal points belong to the high-density region and
anomaly patterns to the low-density data region. The idea is to find a hyper-sphere to encompass all points in
the data set with the minimum radius. Separation of non-spherical distributed data is done in high dimensional
feature space into which vectors are mapped using non-linear mapping (kernel). The second approach with SVM
assumes the existence of labelled data, in a semi-supervised manner, and uses standard SVM for classification.

1.4.2 Nearest neighbor
This approach is similar to the one-class SVM, it is based on the assumption that normal points have close neigh-
bours while novelty points are located in the ”low density” region. In this case, the most used algorithm is the
k-NN algorithm where a point is classified by a ”majority” vote of its neighbours. Two main variants of this ap-
proach are:

Distance based approach

In this variant, the point is considered a novelty if the distance to k-Near neighbour exceeds the predefined thresh-
old.
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Density based approach

This approach is preferable for a sparse dataset in this case the patternwhich is further away is considered a novelty.
This is achieved by computing the local outlier factor, a metric which gives an estimation of how strongly an
instance can be considered a novelty.

1.4.3 Statistical approach
Inmost of the statistical approaches stochastic distribution is used tomodel the dataset, the twomain approaches
are:

Parametric approach

This approach assumes that normal data are generated from underlying parametric distribution, sch as a gaussian
or anyother statistical distribution. The limitationofparametric approaches for estimating theprobability density
function is that they require extensive prior knowledge of the problem.

Some examples of this approach are:

• Assume an underlying well-defined distribution: the most common distribution used is the Normal one,
in this case, the pattern is considered a novelty when the probability density function falls below a thresh-
old (often associated with 3σ distance from the mean μ).

• Extreme Value Theory: This approach investigates the distributions of data that have abnormally high or
low values in the tails of the distribution that generates the data.

• Hypothesis testing: Novelty detection can be accomplished by determining whether the test samples
come from the same distribution as training data or not using t-test. If t-test shows a significant difference
between the two sets of measurements (normal profile and test profile), then the second set is considered
to contain novel patterns.

Nonparametric approach

In this approach no assumption is made about the statistical distribution of the data. One simple example of this
type of anomaly detection algorithm can be:

• Histogram: Histogram is a graphical displayof tabulated frequencies, duringnormal operationof a system
histogramacquired fromcollecteddatamaintains a profile of normal data. The algorithm typically defines
a distance measure between a new test instance and the histogram-based profile to determine if it is an
outlier or not.
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2
Models

Given the type of data used in the financial domain, the most interesting anomaly detectors seem to be:

• Isolation Forest.

• Autoencoders.

• Empirical Cumulative distribution for Outlier Detection (ECOD).

2.1 Isolation Forest
The rationale behind this type of model is to take advantage of two properties of the anomalies:

• By definition the anomalies are fewer than the normal data.

• the anomalies have attribute-values that are different from the normal instances.

So, in this case, the model pays attention on the anomalies, not the normal samples, meanwhile, in the other
cases, the algorithms try to reconstruct the distribution of the data . Those differences can be exploited using a
”Tree structure”, using their susceptibility to isolation in the tree anomalies are isolated closer to the root of the
tree, whereas the normal points are isolated deeper end to the tree [9]. This ”Tree” is called Isolation Tree and
one of the advantages of the tree based type of algorithm is that the only free parameters of this type of model are
the number of trees to build and the sub-sampling size. Another good property of this algorithm is that works
surprisingly good and converges quickly with a small number of trees.

This algorithm is distinguished from the other model-based, distance based or density based models in the
following ways:
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• The isolation characteristic of the trees enables them to build partial models and exploit sub-sampling.
Since a large part of a tree that isolates normal points is not needed for anomaly detection; it does not need
to be constructed.

• Isolation Forest utilizes no distance or density measures to detect anomalies. This eliminates the major
computational cost of distance calculation in all distance-based methods and density-based methods[1].

In a tree the data are partitioned recursively until all instances are isolated. The random partitioning produces
shorter paths for anomalies since the fewer instances of anomalies result in a smaller number of partitions and
shorter paths in a tree structure, and instances with distinguishable attribute values are more likely to be sepa-
rated in early partitioning. So when a forest of random trees collectively produces shorter path lengths for some
particular points, then they are highly likely to be anomalies as we can see in Fig.2.1.

Figure 2.1: On top the plot of the samples, xi is a normal point and x0 is an anomaly, on the bottom the average path
lengths of xi and x0 the plot is taken from [1].

Todefine the isolation forest algorithmsomedefinitions are needed, an IsolationTree is defined in the following
way: let T be a node of an isolation tree. T is either an external node with no child, or an internal node with one
test and exactly two daughter nodes (Tl,Tr). A test consists of an attribute q and a split value p such that the
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test q < p divides data points into Tl and Tr. Given a sample of data X = {x1, . . . , xn} of n instances from a
d-variate distribution, to build an isolation tree,X is recursively divideX by randomly selecting an attribute q and
a split value p until the tree reaches a limit in its height or

∣∣Xsplit
∣∣ = 1 or all data in X have the same values. The

idea behind anomaly detection is to provide a ranking which reflects ”the degree of anomaly”. One way to detect
them is to sort data points according to their path lengths or anomaly scores. To define the anomaly score the
path length has to be defined: l(x∗) of a point x∗ is measured by the number of edges x∗ traverses in a Tree from
the root node until the traversal is terminated at an external node. Defining the anomaly score is a key problem in
the isolation forest algorithm because the single length of l(x∗) grows linearly with the possible height of the Tree,
but the average height grows in order of log n. The anomaly score s of an instance x is defined as:

s(x, n) = 2−
E(l(x))
c(n) (2.1)

where c(n) is the average path length performed in a Binary Search Tree performed in a dataset of n samples:
c(n) = 2H(n−1)−2 2(n−1)

n ,H(i) is the harmonic numberH(i) = ln(i)+φ, whereφ is the Euler’s constant, and
E(l(x)) is the average of l(x) from a collection of isolation trees. During the training time the Tree is constructed
by the partitioning of the given dataset until the instances are isolated or a given height is reached.[1]

2.2 ECOD:EmpiricalCumulativedistributionforOut-
lier Detection

ECOD is an outlier detector which tries to overcome two limitations of the most used anomaly detectors.
Firstly many of those detectors suffer the curse of dimensionality, secondly the majority of those methods require
hyperparameter tuning. The idea behind ECOD is to exploit the definition of anomalous sample given the fact
that the anomalies are rare, for example, if we assume a Gaussian underling distribution the three-sigma rule can
be used. Using the three-sigma rule the histogram has to be constructed and some parameters such as the binning
have to be tuned. ECOD estimates the empirical cumulative distribution function, so no parameters have to be
tuned and no parametric assumption has to be done on the data. The problem in the estimation of the ECDFs
is the curse of dimensionality, ECOD overcomes this problem by estimating independently the density function
in every dimension [2].

The rationale behind the ECOD detector is similar to the three-sigma rule, the detector measure how much
the sample is an outlier estimating the tail of the distribution in every dimension, in this case, the assumption of
independence of the dimensions is done, so in this case, the idea is to estimate d ECDF one for every dimension.

To introduce what is a ECDF the definition of CDF is needed, let D : Rn → [0, 1] denote the CDF across
all the n dimensions. Given s sampled points in this space such as X1,X2, . . . ,Xs, naming X(j) as the j-th entry
of the vectorX and defining Y as a generic random variable with the same distribution as eachXi, then the joint
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CDF for any z ∈ Rn is defined as:

D(z) = P
(
Y(1) ≤ z(1),Y(2) ≤ z(2), . . . ,Y(n) ≤ z(n)

)
︸ ︷︷ ︸

Y≤z

(2.2)

This is the probability to measure how much the Y samples is far from the mean of the distribution in terms of
the left tails. To simplifying the problem the assumption of the non dependencies of the dimensions has to be
done, so a definition ofD(z) is:

D(z) =
d∏

j=1

F(j)
(
x(j)

)
, with z ∈ Rn (2.3)

Now the CDF has to be computed, giving the fact that the exact computation is not doable in this method a
”data approximation” is necessary[10], the so-called Empirical Cumulative Density Function, which is defined as
follows:

Ds(z) =
#_of_samples ≤ z

s
=

1
s

s∑
i=1

I (Yi ≤ z) (2.4)

Given the definition of ECDF in Eq 2.4 the left and right tail ECDF each dimension can be computed as
follow:

D(j)
left(z) =

1
s

s∑
i=1

I
{
Y(j)
i ≤ z

}
D(j)

right(z) =
1
s

s∑
i=1

I
{
Y(j)
i ≥ z

}
Then for every Yi the left and right probability are aggregate in the final outlier score Oi using the (2.6). The
interesting idea of this method is that the aggregation or the use of only left or only right ECDF, does not give
always the best outlier score, so the skewness coefficient for every dimension is computed and then is used to decide
what ECDF has to be used for every dimensions.

The skewness coefficient for every dimension is defined in the following way:

γj =

1
s

s∑
i=1

(
Y(j)
i − Y(j)

)3

[
1

s− 1

s∑
i=1

(
Y(j)
i − Y(j)

)2
] 3

2
(2.5)

where X(j) is the mean over the j-th dimension. Then the outlier score for the i-th sampleO(Xi) can be com-
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pute in the following way:

Oauto(Yi) = −
n∑
j=1

I
{
γj < 0

} Oleft

(
Y(j)
i

)︷ ︸︸ ︷
log

(
D(j)

left

(
Y(j)
i

))
+I

{
γj > 0

}
log

(
D(j)

right

(
Y(j)
i

))
︸ ︷︷ ︸

Oright

(
Y(j)
i

)

 (2.6)

finally, the returned outlier score is computed as follows:

Oi = max

−
s∑

j=1

Oleft

(
Y(j)
i

)
, −

s∑
j=1

Oright

(
Y(j)
i

)
, Oauto(Yi)

 (2.7)

As we can see in 2.2 different outlier scores change the result of the methods, the problem, in this case, is that
in the dataset used in this example all outliers fall on the left end of the 2−dimensional distribution, so using the
left tail probabilities works surprising well[2].

Figure 2.2: Those plots are taken from [2], as can be seen different tail probabilities affect in different way the results.

2.3 Autoencoder

The autoencoder-based novelty detection models are part of the so-called dimensionality reduction-based meth-
ods this type of method utilizes a reconstructive error to classify the anomalies, those methods try to find the
optimal subspace where the data are encodedmost compactly. Those methods assume that the features of a ”nor-
mal sample” are in some way correlated and when they are projected in the optimal space the representation is
compact as can be seen in Fig.1.2. The first dimensionality reduction method used is the PCA method, where
the strong linearity assumption is made, meanwhile autoencoders exploit the power of non-linearity of the deep
neural network to bypass this assumption.[11].

An autoencoder is a deep network architecture made up of two parts the so-called Encoder where an input
vector x ∈ Rd is projected in a space of dimension p < dwhich are the number of neurons in the so-called inner
layer, for a deep autoencoder the number of layers to make the compression are > 1. The activation of the i-th
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neuron in the hidden layer is given by:

hi = fϑ(x) = ϕ

 n∑
j=1

Wijxj + bi

 (2.8)

where ϑ are the parameters of the Encoder part of the network, in this case {W, b}, b ∈ Rp is the bias vector
andW ∈ Rp×d is the encoder weightmatrix and ϕ is a non linear function called activation function, so the input
vector x is mapped in a lower dimensional space.

The second part of the autoencoder is the Decoder in this case the network remap the hidden layer into the
original spaceRp → Rd, the function for the i-th feature can be defined as follows:

x∗i = gϑ∗(h) = ϕ

 n∑
j=1

W∗
ijhj + b∗j

 (2.9)

where ϑ∗ are the parameters of the Decoder part of the network, in this case {W∗, b∗}, b∗ ∈ Rd is the bias
vector andW∗ ∈ Rd×p is the encoder weight matrix and ϕ is a non linear function called activation function, so
the hidden vector h is mapped in the original space [8].

Figure 2.3: Graphical representation of an Autoencoder, created with the online tool NN SVG.

to optimize the weights and biases of the network the target (Loss or error) function has to be optimize with
respect to ϑ, ϑ∗:

(ϑ, ϑ∗) = argmin
ϑ,ϑ∗

1
n

n∑
i=1

ε (xi; x∗i )

= argmin
ϑ,ϑ∗

1
n

n∑
i=1

ε (xi; gϑ∗ (fϑ(xi)))
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The target function to minimize is the so called reconstruction error defined as follows:

ε(xi; x∗i ) =
d∑

j=1

(xi − x∗i )
2 (2.10)

This type of error gives an idea on howmuch the reconstruction of the original sample is similar to the original
one, given this property of the reconstruction error a threshold is defined so the classification of an anomalous
data can be:

a(xi) =

normal, εi < θ

anomalous, εi > θ
(2.11)

2.4 Visualization tool: t-SNE

For the various plots in this work the tool used for the dimensionality reduction is the t-SNE (t-Stochastic Neigh-
bor Embedding) the choice of this algorithm is dictated that the fact that in high dimensional datasets preserving
the local structure, on the other hand, the PCA preserve the global structures[12].

t-SNE is a nonparametricmethod that constructs non-linear embeddings. The idea is to associate a probability
distribution to the neighborhood of each data, as usual x ∈ Rd where d is the number of features, the probability
is defined as follows:

pi|j =
exp

(
−∥xi−xj∥2

2σ2i

)
∑
k̸=i

exp
(
−∥xi − xk∥2

2σ2i

) (2.12)

where pi|j can be interpreted as the likelihood that xj is a neighbor of xi. The free parameters of this algorithm
are σi that are usually determined by fixing the local entropyH(pi) defined as:

H(pi) = −
∑
j
pj|i log2(pj|i) (2.13)

thenH(pi) is set to equal a constant across all data points φ = 2H(pi), where φ is called perplexity[12].
The t-SNE construct a similar probability distribution in a lowdimensional latent space, defining the projected

points x′ ∈ Rd′ where d′ < d the definition of this new probability distribution is:

qij =

(
1+ ∥x′i − x′j∥2

)−1

∑
k ̸=i

(
1+ ∥x′i − x′j∥2

)−1 (2.14)

The idea is that qij is chosen to be a long tail distribution in order to preserve the short distance information and
to repelling two points that are far apart in the original space. To find the parameters the loss functionminimized
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is the so called Kullback–Leibler divergence between qij and pij:

DKL(q||p) =
∑
ij

pij log
(
pij
qij

)
(2.15)

the minimization is done via gradient descent[12].
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3
Application of Novelty detection

In the Big Data era, the detection of out-of-distribution samples i.e. new or anomalous pattern is becomingmore
and more important in everyday life and also at the Large Hadron Collider to find new physics a model-agnostic
searching as to be set up[13].

3.1 ApplicationofNoveltydetectiontodiscovernew
physics at the LHC

To look for new physics behind the standard model at the LHC many analyses have been carried out, but these
have yet to yield statistically significant deviations from the expected background. This can indicate that no new
physics is found in the data or maybe the rights signals are not inspected [13]. Another problem is the amount of
data collected every second is around 1MB for every collision this lead to roughly 40TB every second, to reduce the
amount of data a trigger is designed to reject the uninteresting events and keep the interesting ones, this reduces the
amount of data to 200MB per second[14]. To search for new physics in all of these data the recent unsupervised
machine learning techniques are a good choice because they are model-agnostic and they need a large amount of
data. TheMachine learning techniques in this field make use of low-level, high-dimensional data, meanwhile, the
model used by ”humans” tend to use the high-level feature with low-dimensional data[15][16][17][13].
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3.2 Application of Novelty detection in economics
and IoT

Data proliferation and the increasing complexity of technology have transformed the past decades over the finan-
cial market. The big tech companies now exploit the analysis of those data for better decision-making [18]. The
potential value of financial big data is unlocked if it is leveraged to drive decision-making. According to a study
performed by IBM in 2013 [19], 71% of banking and financial markets are leveraging big data analytics to create
competitive advantages for their organizations compared to 36% in 2010, representing a huge 97% increase in
just two years[18]. Therefore, traders and organizations need efficient and flawless processing of high volume,
rapidly changing diverse data to generatemeaningful insights and evidence-based decision-making [18][20]. This
scenario given its complexity (many heterogeneous actors make, sometimes, irrational decisions) needs a complex
model which tries to infer some insight into the market, this complexity paired with the rise of anomalies in the
market can lead to catastrophic conclusions. The incentive of these companies to study anomalies begins with the
crisis of 2007.

Anomaly detection can also be used in the fraud area, also in this case the companies are interested in detecting
the anomalous pattern i.e. the fraud as soon as possible. Some subcategories of this area are [21]:

• Duplication of credit card: almost everydaybusiness, online shopping, and electronic banking are largely
dependent on them. Meanwhile, the misuse of credit or debit card is on the rise and a source of common
fraud. Credit card fraud anomalies can be identified using transactional records and generally correspond
to any of several indicators including unusually high payments, purchase of extremely unusual items, and
high frequency of purchase. The challenge associated with detecting fraudulent transactions is detecting
them in an online and unsupervised manner so that the new types of fraud are detected as soon as they
happen.

• Mobile phone: Mobile phone fraud includes a variety of fake offers that persuade consumers to buy
various products. To prevent the misuse of mobile phone accounts, it is necessary to detect any unusual
usage patterns. The basic technique is to monitor the usage pattern and create a customer profile of each
of the accounts.

• Insider trading: In recent times, investment has received renewed interest from the general public, in
fields such as cryptocurrencies, NFTs and in amore conventional way the stockmarket. Insider trading is
a criminal activity in themarket, where profit is made by using inside information before it is made public.
The inside information is of different forms and can affect the market’s prices artificially. In this domain,
early detection is important to avoid individuals or organizations frommaking illicit profits.

Anomaly detection can also be applied in the IoT (Internet Of Things) field, in this years more and more IoT
devices have been installed in all the cities around the globe. From Amazon’s vocal assistant (Alexa) to air quality
monitor up to traffic light and industrial control system[22][23]. In those cases, the ADdeclines in different ways
for example in smart cities the AD can be used in the detection of fault conditions thatmay lead to identifying the
needs of a maintenance intervention on a service, which may lead to saving money or even, in some cases, life[24].
Meanwhile in the industries AD can be used tomake that the produced samples do not have faults ormalfunction
of industrial assembly line[25].
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4
Dataset

The idea behind thiswork is to design a novelty detection pipeline a pictorical representation can be seen in Fig.1.1
is divided into three experimentswithdifferent characteristics. In this chapter, thedefinitionof these threedatasets
and a small introduction to the experiments is given.

4.1 Contamination rate

In order to understand the creation of the datasets the meaning of contamination rate has to be defined .
Given a set of samplesD of cardinalitydand considering another setA of cardinalitya, defining the setU as the
union ofD andA, using mathematics U = A ∪D, with cardinality u = a+ d.
The contamination rate of the new set can be defined as:

p =
a

u
(4.1)

so the contamination rate is the percentage of anomalies in the set U .

4.2 MNIST

All the created datasets originated from the MNIST handwritten digits database, a large dataset used in most
machine learning courses as a so-called toy dataset, i.e. a pretty simple dataset used to validate the models in the
first phases of theMLworkflow. It is composed of grayscale images 28× 28 pixels, the cardinality of the training
set is 60′000, meanwhile, the cardinality of the test set is 10′000, and of course, the number of classes is 10.
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4.2.1 First dataset: AnomalizedMNIST

The purpose of the first experiment was to give an insight into the internal representation of a NN of the anoma-
lous samples, in other words, to inspect the latent space to see if a space like the one in Fig.1.2 can be reconstructed
by anNN trained with anomalous data. In this case, the anomalies are injected both in the training set and in the
test set, so in this case, the correct name is not novelty detection, but anomaly detection. The anomalous data, in
this case, are the digits 0 and 1, the other digits are the normal samples. The structure of the data in this experiment
is preserved, i.e. the images are not flattened. To compute the number of anomalies to inject in the dataset the
rationale is always the same, defining u the cardinality of the set U = X ∪Xanomalous, given the cardinality of the
two subsets |X | = x and |Xanomalous| = xA, the following set of equation holds:u = x+ xA

xA = up
(4.2)

solving forxA the following expression is obtained:

xA =
p

1− p
x (4.3)

Logically the contamination rate has a theoretical upper limit which is 50% in this case the anomalies are more
thanhalf of the overall dataset, on the other hand, there is also another upper bound, this is given by the cardinality
of the classes in theMNIST dataset which are listed in Appendix A.1. The total number, without the 0 and 1, in
the training set is 41377 and in the test set is 6853, the cardinality of the classes 0 and 1 summed up is 14780, so
the real contamination rate upper limit is:

preal =
14780

41377+ 6853
=

14780
48230

∼ 0.31 (4.4)

In this experiment the contamination rate used are: [0.01, 0.02, 0.05, 0.1, 0.2, 0.25]. To study different ”types
of novelty” different ”misclassification” were made, in the first case named OAL (One Anomalies Label) all the
anomalies are classified as a 9, in the second case namedRAL (RandomAnomalies Labels) at every anomaly was
assigned a random label from 2 to 9, the former mimics a pattern pretty similar to an already known one, on the
other hand, the latter mimics a completely unknown pattern, in this case, the label is assigned randomly.

4.2.2 Second dataset: TabularizedMNIST

The purpose of the second experiment was to apply the same idea of the first experiment with two differences:

• The anomalous data are injected only in the test set.

• The images are flattened to mimic the data used in the economic field, i.e. tabular data.
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Tabular data

Tabular data refers to data that is organized in a table with rows and columns, this type of data can give a more
informative space in the economic field instead of time series, in someway tabular data aremultivariate time series.
On the other hand given the informative power and complexity of this multidimensional time series to unlock
their full potential deep-learning techniques are the best type of model to be used [26].

This transformation of the images in tabular data brings up an interesting problem in Sec. 4.2.1 the dataset
has a so-called ”internal structure”, sc. the position of the pixels, in the case of ”tabularize MNIST” the structure
is no more definite and in theory, the space is noisier and it is more difficult to make classification on it. In this
case the division of the dataset inOAL andRAL is not done, because the only difference between the two are the
labels in the test set, so the classifier does not take in account the different labelling in the training phase.

Given the fact that the anomalies are injected only in the test set in this case the real contamination rate is:

preal =
14780
6853

∼ 2.2 (4.5)

so the anomalies are more than the non-anomalous samples and the theoretical upper limit of 0.5 contamina-
tion rate canbe applied, in thedatasets createdwith the tabular data the contamination ratesused are :[0.01, 0.05, 0.1, 0.2, 0.3, 0.4].

4.2.3 Third dataset: Pairwise dataset
Tomimic apairwise asset ranking the ”tabularizedMNIST”wasdivided inpair by thedigits, i.e. [0, 1], [0, 2], . . . , [8, 9].
The number of couple can be easily computed using binomial factor:

Cn,k =

(
n
k

)
=

n!
k!(n− k)!

(4.6)

in this case k = 2 and n = 10:

C10,2 =

(
10
2

)
=

10!
2!8!

= 45 (4.7)

given the large number of couples, the plots presented in this thesis are the ones of the couple [0, 1], but the
results are general. As for the dataset presented in Sec 4.2.2 the anomalies are injected only in the test set. Given
the nature of the problem of asset ranking the ”type” of labelling chosen in this dataset was the RAL one.
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5
Experiments

5.1 Experiment 1: Howanomaly affect the inference

In this preliminary experiment, the research question is: Howdo the anomalies affect the training and the inference
of an artificial neural network using image data? The steps of this experiment can be summarised as follows:

1. Creation of the dataset.

2. Modelling a Convolutional Neural Network that makes inference on the 8 classes.

3. Project the various layers of the CNN using t-SNE algorithm (Sec. 2.4).

4. Repeat from 1 to 3 varying the contamination rate.

For this type of data, the more suitable architecture is the CNN which can easily handle the images and take
advantage of the internal features of this data such as locality and translation invariance.

5.1.1 The CNNArchitecture

Two kinds of basic layers make up a CNN: a convolution layer that computes the convolution of the input with
a bank of filters, and pooling layers that coarse-grain the input while maintaining locality and spatial structure.
For two-dimensional data, a layer l is characterized by three numbers: heightHl, widthWl , and depthDl. The
height and width correspond to the sizes of the two-dimensional spatial (Wl,Hl)-plane, and the depthDl to the
number of filters in that layer. All neurons corresponding to a particular filter have the same parameters[12]. The
architecture created for this experiment is summarized in Fig. 5.1.
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Figure 5.1: Graphical representation of the architecture used in the Experiment 1 to make the inference on the dataset
with anomalies, the plot is created using [3].

5.1.2 Projection using t-SNE ofOAL dataset

At the end of the training for every contamination rate the last two Dense layers are projected using different
perplexity. The projections are almost identical so only the second last layer plots are shown. In the following
plots the bigger dots are the anomalies meanwhile the little are the anomalous ones, the hues are given by the
classes label.
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Figure 5.2: OAL dataset with contamination rate= 0.01 processed by the CNN and projected in the second‐last layer
using t‐SNE, in this configuration the density of the anomalies is too low to form a distinct cluster from the 9 class.

Figure 5.3: OAL dataset with contamination rate= 0.25 processed by the CNN and projected in the second‐last layer
using t‐SNE. In this configuration can be clearly see that the class of number 9 has became a so‐called superclass (union of
more than one class), where three different ”wings” can be seen.
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5.1.3 Projection using t-SNE ofRAL dataset

The dataset, in this case, is more complex, because the labels of the anomalies are not assigned to a fixed label. This
type of labeling make the inference and the training of the neural network more difficult because the labels are
more noisy.

Figure 5.4: RAL dataset with contamination rate= 0.01 processed by the CNN and projected in the second‐last layer
using t‐SNE. In this configuration the cluster of anomalies is pretty separated from the other classes.
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Figure 5.5: RAL dataset with contamination rate= 0.25 processed by the CNN and projected in the second‐last layer
using t‐SNE. As in Fig.5.3 also in this configuration an anomalous cluster it is distinct from the other classes.

5.2 Experiment 2: How anomalies affect the infer-
ence in tabular data

In this second experiment, the research question is: How do the anomalies affect the training and the inference of
an artificial neural network using tabular data? The steps of this experiment are pretty similar to the previous
one (Sec.5.1) and can be summarised as follows:

1. Creation of the dataset.

2. Modelling a FNN that makes inference on the 8 classes.

3. Project the various layers of the FNN using t-SNE algorithm (Sec. 2.4).

4. Compute the accuracy over the non-anomalous, anomalous and all the samples in the test set.

5. Repeat from 1 to 4 varying the contamination rate.

With this dataset, the structure of the data, the locality of the pixels and the translation invariance are lost given
the flattenization of the images, so in this case, the only suitable type of ANN is the MLP.

5.2.1 Multi Layer Perceptron
TheMLP used in this experiment is pretty simple and a graphical representation is shown in Fig. 5.6,
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Figure 5.6: Graphical representation of the MLP architecture used in the Experiment 2 to make the inference on the tabu‐
lar dataset with anomalies.

5.2.2 ProjectionandaccuracystudyonthetabularOALdataset

The projection, as in Sec. 5.1.2 and 5.1.3, is done with the t-SNE algorithm, in this case the projections are made
only the test set, because the anomalous data are injected only in it. In this type of datasets the spatial correlation
of the pixels is lost so the result of the projection is less clear.
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Figure 5.7: Test set of the OAL tabular dataset with contamination rate= 0.05 processed by the ANN and projected in
the last layer using t‐SNE. In this configuration the anomalies are not clustered near the class 9, this is due to the fact that
the ANN tends to classify those samples as 8. This can also be seen in the analysis of the analysis of the accuracies of the
ANN in Fig.5.9.

Figure 5.8: Test set of the OAL tabular dataset with contamination rate= 0.40 processed by the ANN and projected in the
last layer using t‐SNE. In this configuration the anomalous cluster can be seen in the center of the projected latent space.

To study how the ANN classify the anomalous sample the ”accuracies” of the anomalies in the test set are
calculated. As can be seen in Fig. 5.9 the anomalies tend to be classified as 8. In the second configuration, the one
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shown in Fig. 5.10, given the large number of anomalous samples, the classifier tends to classify the samples the
majority of the times as 8 but also as 7 and as 1.

Figure 5.9: Accuracies computed on the anomalies of test set with contamination rate of 0.05.

Figure 5.10: Accuracies computed on the anomalies of test set with contamination rate of 0.40.

Then a sanity check on the classifier is done to confirm that the ANN is trained correctly as can be seen in
Fig.5.11 and Fig.5.12 the accuracies are between 94% and 99%.
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Figure 5.11: Accuracies computed on the test set without the anomalous samples with contamination rate of 0.05.

Figure 5.12: Accuracies computed on the test set without the anomalous samples with contamination rate of 0.40.

5.3 Experiment 3: Novelty detection pipeline
Given the interesting results of the former experiments (Sec.5.1 and Sec.5.2) in this one the research question
is: The embeddng of an ANN can be used to improve the performances of an anomaly detections algorithm?. The
high-level idea is to pair a classifier already trained, which has to be left untouched, with an anomaly detector and
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to reduce the complexity and computational time of the novelty detector, i.e. using a small space than the input
space.

5.3.1 Classifiers used in experiment 3

Two different ANNs were considered in the third experiment. The one already presented in Sec.5.2.1, from now
on Dense15, and another ANNpresented in Fig.5.13, where theADwas applied to the input and the inner layers
of the two NN.

Figure 5.13: Graphical representation of the Dense10 architecture.

5.3.2 Projection of pair 01 using t-SNE

Given the small number of anomalous and normal samples in this experiment the anomalous clusters are less clear,
in Fig.5.14 only the clusters of the normal samples are distinguishable.

In the following plot the anomalous samples form a well defined cluster, separated from the two ”normal
clusters”:
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Figure 5.14: Pair 01 in a dataset with contamination rate= 0.01 processed by Dense15 and projected in the last layer
using t‐SNE.
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Figure 5.15: Pair 01 in a dataset with contamination rate= 0.4 processed by Dense15 and projected in the last layer of
the architecture Dense15 using t‐SNE.

To make the anomalous cluster more definite the contamination rate can be increased, in the following plot
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(with contamination rate= 0.6) the three clusters are well separated, so a topological difference in the latent space
can be impute in this case.

15 10 5 0 5 10 15
tsne-2d-one

15

10

5

0

5

10

15

ts
ne

-2
d-

tw
o

Projection 60% perplexity 10
y

0
1

y_anomaly
0.0
1.0

y_good
0
1

Figure 5.16: Pair 01 in a dataset with contamination rate= 0.6 processed by Dense15 and projected in the last layer of
the architecture Dense15 using t‐SNE.

5.3.3 Evaluation metrics for AD
To study the effectiveness of the AD algorithm used in this experiment a digression on the metrics has to be done.
The most popular metrics used to compare performances are F1-score, Area Under the Receiver Operating Char-
acteristic (ROC)Curve (AUC) andAverage Precision score (AVPR). The F1-score andAVPR are highly sensitive
to the Contamination rate[27], this is a problem because this scores can be artificially increased by tuning the con-
tamination rate, so for this work, the metric chosen is AUC.

A common evaluationmetric in pairwise is theConfusionMatrix a special type of 2 dimensional contingency
matrix, where each row represents an instance of a class, in this case, the matrix can be visualized in the following
way:
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True
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The ROC is a graph showing the performance of a classification model, it show two parameters the True
Positive Rate (TPR) and the False Positive Rate (FPR), their mathematical definitions are:TPR = TP

TP+FN

FPR = FP
FP+TN

(5.1)

where TP are the true positive, FN the false negative and TN are the true negative. A graphical representation of
the ROC curve can be:
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Figure 5.17: A graphical representation of the ROC curve

The AUC is simply the area under the ROC curve.
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5.3.4 Anomaly Detection on the embeddings
In this part of the third experiment, the aim is to apply the anomaly detector to the input set and the various
outputs of the ANN, so the step can be summarized in the following steps:

1. Train the ANNs.

2. Freeze the weights.

3. Collect the samples, in all the layers.

4. Train the anomaly detectors and apply them.

5. Compute the AUC.

6. Repeat from 1 to 5 for all the pairs.

The previous steps apply both to the Dense 10 and Dense15 architecture.

Experiment 3 on the Dense10 architecture

The architecture used in this sub-experiment is the one shown in Fig.5.13, so the NN is composed of three layers,
for every pair and every layer every anomaly detector algorithm is optimize and then trained. Given the fact that
the AUC is resilient to the contamination rate only the results aggregated per contamination rate= 0.1 are shown
in the following bar plot.
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Figure 5.18: Mean of AUC for the pairwise dataset with contamination rate 0.1, on the x axis the name of the anomaly
detector are shown and on the y axis the AUC.
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Themean of the AUC is greater in the case of Isolation forest applied on the input set so in this particular case,
the embedding seems not very informative. To prove that the AUC is agnostic in respect of the contamination
rate the mean and standard deviation of them on all the contamination rate list used in this work is done, the
results are summarized in Tab.5.1, as can be seen in this case the standard deviation is of order 10−3, two order of
magnitude below the mean.

Layer and AD algorithm mean of AUC standard deviation of the AUC

ECOD input layer 0.743 0.004

ECOD first layer 0.720 0.004

Autoencoder input layer 0.6043 0.004

Autoencoder first layer 0.637 0.003

IF input layer 0.744 0.004

IF first layer 0.730 0.004

Table 5.1: AUC scores of the various anomaly detectors on the layers of Dense10 neural network.

Experiment 3 on the Dense15 architecture

The steps of this sub-experiment are the same as the previous one, the Dense15 architecture is composed of three
layers (input, first layer and second layer), meanwhile the Dense10 is composed of two layer.
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Figure 5.19: Mean of AUC for the pairwise dataset with contamination rate 0.1, on the x axis the name of the anomaly
detector are shown and on the y axis the AUC.

In this experiment the isolation forest applied on the input layer outperform the others AD.
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Layer and AD algorithm mean of AUC standard deviation of the AUC

ECOD input layer 0.62 0.03

ECOD first layer 0.29 0.03

ECOD second layer 0.22 0.01

Autoencoder input layer 0.605 0.001

Autoencoder first layer 0.6740 0.003

Autoencoder second layer 0.406 0.004

IF input layer 0.744 0.002

IF first layer 0.718 0.005

IF second layer 0.686 0.01

Table 5.2: AUC scores of the various anomaly detectors on the layers of the Dense15 neural network.
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6
Conclusion and future perspectives

This thesis is an overview of anomaly detection algorithms on a multi (high) dimensional space. Given the gener-
ality of the data (no assumptions are made) this type of algorithm can be applied in all the fields cited in Cap. 3.
The scientific review part was a fundamental step, the study of many papers helped to understand and to select
the three algorithms applied from all the ones which can be found in the literature. The three AD algorithms
proposed in this work are completely unsupervised. This aspect is critical since in the field where those have to be
applied (economy) the labels of the anomalous samples do not exist.

The work concentrates on the application of anomaly detection algorithms on tabular data, this type of data is
widely used in all the fields of science from biology to physics up to economy. The principal problem of this study
is the size of the datasets created. In experiment 3 the number of datasets used is 270 (45pairs and 6 contamination
rates). The training of the various algorithm on this number of datasets is computationally demanding and a non
trivial optimization challenge. Some final thoughts on the best algorithm found in this work have to be done.
Why does Isolation Forest outperform the other algorithms? This is due to some factors which are intrinsic in its
definition. In comparison to the most used algorithms in the literature, the ANN, the Random Forest does not
strugglewith uninformative features, which are intrinsically encoded in tabular data [28]. Also, the timeneeded to
train and optimize this type of algorithm is shorter with respect to theNeuralNetworks. AGPU is not needed for
the tree-basedmodels, also tree-based algorithms are interpretable and not a black box such as the neural networks.
The next steps of this work are to increase the complexity of the dataset using for exampleCIFAR100, a subset of
ImageNet and the study of the interpretable parameters in the Isolation Forest.
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A
Appendix

A.1 MNIST dataset classes cardinality
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Classes Cardinality_train Cardinality_test

0 5928 980

1 6742 1135

2 5958 1032

3 6131 1010

4 5842 982

5 5421 892

6 5918 958

7 6265 1028

8 5851 974

9 5946 1009
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